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IceCube Neutrino Observatory
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Figure 3: Components of the DOM, showing mechanical layout (left) and functional connections
(right).

DOMs transmit their data to computers in the ICL over a twisted wire pair that also provides
power (section 4). Wire pairs are bundled to form the vertical in-ice cables and the horizontal
surface cables. Each wire pair is shared between two DOMs, with data transfers initiated by a
surface computer. Separately, dedicated local coincidence (LC) wiring to neighbor DOMs above
and below allows quick recognition of neighboring coincident hits, where nearest or next-to-nearest
neighbors are hit within a common time window. The time window is configurable and is set to
±1 µs for both in-ice and IceTop DOMs. The signals are forwarded from one DOM to the next
through the dedicated wiring. The span of the forwarding is software-configurable and is currently
set to two for in-ice DOMs, i.e. a DOM signals its neighbor and next-to-nearest neighbor DOMs
in both up and down directions along the string. The local coincidence connections for IceTop,
which allow coincidences between the two tanks in a station, are described in ref. [24]. Local
coincidence hits (“HLC” hits) often have complex PMT waveforms indicating multiple photons
detected in each DOM and are therefore saved in full detail; otherwise, the DOM saves abbreviated
information appropriate to single photon detection (section 6.3.4).

The DOM is capable of interpreting commands from the surface that specify tasks for con-
figuration, data-taking and transmission, monitoring or self-calibration. Self-calibration functions
establish PMT and amplifier gains as well as sampling speed (section 3.1). The RAPCal system
(section 3.3) is implemented for tracking each local DOM clock’s o↵set from universal time, al-
lowing PMT pulses that were independently recorded in many DOMs to be built into events by
surface computers.
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The DeepCore sub-array

> denser instrumentation


> modules with higher efficiency 


> neutrino detection threshold < 10 GeV
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Atmospheric neutrino oscillations

> Cosmic rays interact in atmosphere 


> below 100 GeV mostly  from pion decay


> Oscillate into 


> zenith angle and energy ⟹ 
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Atmospheric neutrino oscillations
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Atmospheric neutrino oscillations

6

 disappearanceνμ  appearanceντ



Signatures in DeepCore
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DeepCore analysis

> to get nominal expectation in each bin:

> simulate neutrino interactions 

(GENIE), muons and noise

> weigh by flux (Honda) + cross-section


> modified  - fit with uncertainty on MC 
expectation and penalty on priors

χ2

χ2 = ∑
i∈{bins}

(Nexp
i − Nobs

i )2

Nexp
i + (σexp

i )2 + ∑
j∈{syst}

(sj − ̂sj)
2

σ2
sj
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Systematic uncertainties
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> sources of systematic uncertainty:

> detector

> neutrino flux

> cross-section

> muons


> detector systematics largest 
contribution to uncertainty (≈ 40%)


> need re-simulation of entire MC set with 
varied parameters


> how to calculate expected change in bin 
content for arbitrary combination of 
parameters?

Nexp
i,variation

Nexp
i,nominal

= ?
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Hyperplane fits

> fit linear model to ratio of bin count to 
nominal value:  

> in 1D: , with offset  and 
slope 


> in ND: 


> allows variation of more than one parameter 
at a time (off-grid point)

Nexp
i,variation

Nexp
i,nominal

= f(p1, . . . , pN)

f(p) = b + mp b
m

f(p1, . . . , pN) = b +
N

∑
n=1

mnpn
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Recent Results from DeepCore Data

>  disappearance study 2017 (IC 2017), 
DOI: 10.1103/PhysRevLett.120.071801 


>  appearance study 2019 (Analysis 𝒜), 
DOI: 10.1103/PhysRevD.99.032007 


> both with three years of data, but 
different selection, systematics, 
reconstruction


> IC 2017: 40902 observed events  

> Analysis 𝒜: 62112 observed events 

νμ

ντ

lines correspond to 90% CL contours 
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Recent Results from DeepCore Data

>  disappearance study 2017 (IC 2017), 
DOI: 10.1103/PhysRevLett.120.071801 


>  appearance study 2019 (Analysis 𝒜), 
DOI: 10.1103/PhysRevD.99.032007 


> both with three years of data, but 
different selection, systematics, 
reconstruction


> IC 2017: 40902 observed events  

> Analysis 𝒜: 62112 observed events 

νμ

ντ

12



New DeepCore Developments
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New DeepCore developments

> re-calibrated detector from raw data


> new charge calibration significantly 
improves data/MC agreement


> are developing new event selection


> unify best practices


> variables less charge-dependent


> common basis for DeepCore studies

Distribution at last pre-reconstruction selection level

14



New DeepCore event selection

Levels of event selection before event reconstruction

15



New DeepCore event selection

Verification Sample 
• simple and fast 

reconstruction

• needs additional cleaning, 

lowering efficiency

• 13 000 events/year 

expected

• 2.8% muon contamination
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New DeepCore event selection

High-stats analysis sample 
• new, highly efficient reconstruction 

method

• 100 000 events/year including  
≈ 30% muons


• final muon rejection cut being 
developed

• hard cut: expect ~40 000 events/

year with ≈ 1% muons

17



New reconstruction developments
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New reconstruction developments

> previously: “forward” tables starting from 
interaction point


> novel approach: backwards (“retro”) tables

> act as if sensor was light source

> trace photons originating from sensor

> store for each spacetime bin photon 

content and average direction


> improved speed and accuracy compared to 
previous reconstruction methods


> more flexible in the event hypotheses that 
can be modeled

19
github.com/philippeller/retro



New reconstruction developments

> “previous reco” = reconstruction used in Analysis 𝒜

20



New reconstruction developments

> “previous reco” = reconstruction used in Analysis 𝒜
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Verification sample reconstruction
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Low-efficiency reconstruction for verification

>  fit w.r.t. geometric time


> needs hit cleaning to remove scattered light


> several fits per second


> able to reconstruct ≈ 40% of all events from 
common selection (including background)


> reconstructs ≈ 45% of neutrino events

χ2

Vertex and Direction
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Low-efficiency reconstruction for verification

> uses all light including scattered photons


> only hit/no-hit probability to reduce charge 
dependence


> light expectation from interpolated tables


> requires successful vertex and direction 
reconstruction


> ca. 5 sec per fit

Energy
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Verification sample

> low-statistics sample used to verify event selection and 
data/MC agreement


> final level cuts:

> 

> cut on fit quality

> co-incident muon rejection

> …etc.


> ≈ 13 000 events per year with less than 3% muon 
contamination


> comparable to IC 2017, but with lower muon 
contamination (2.8% vs. 4.6%)


> good agreement between data and simulation even before 
any fit

cos(θreco) < 0.1
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Verification sample
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Summary

> New event selection for future DeepCore studies 
in final stages of development


> developing high-statistics sample with better 
reconstruction methods than any previous 
IceCube study


> low-statistics sample developed for verification 
of event selection


> neutrino oscillation studies with significantly 
improved sensitivity upcoming

27



Backup
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Nuisance parameters
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Table I shows the expected number of events at the best fit
point for each neutrino flavor and interaction type, and for
atmospheric muons and noise-triggered backgrounds.

V. SYSTEMATIC UNCERTAINTIES

The effect of systematic uncertainties is included in the
analyses with nuisance parameters that impact the shape
and normalization of the expected event distributions. The
uncertainties considered can be broadly grouped in cat-
egories according to their origin: the initial unoscillated
flux of atmospheric neutrinos, neutrino-nucleon cross
sections, neutrino flavor oscillation parameters, detector
response, and atmospheric muon background estimates.
The associated parameters, together with their best-fit
values, are summarized in Table II. Each category of
uncertainties will be discussed in turn.
To quantify the impact of each systematic uncertainty,

the 1σ confidence interval of the expected tau neutrino
normalization measurement was calculated while fixing
one parameter at a time. The resulting change in the

TABLE I. Expected number of events at the NCþ CC best fit
point, grouped by flavor and interaction type, and including
atmospheric muons. The observed counts from the data are
shown in the last row. Associated "1σ uncertainties due to
limited simulation statistics are also shown (the uncertainty
showed on the observed count is just the Poisson error).

Analysis A Analysis B

Type Events "1σ Events "1σ

νeþ ν̄eCC 13462 29 9545 23
νeþ ν̄eNC 1096 9 923 8
νμ þ ν̄μCC 35706 48 23852 39
νμ þ ν̄μNC 4463 19 3368 17
ντ þ ν̄τCC 1804 9 934 5
ντ þ ν̄τNC 556 3 445 4
Atmospheric μ 5022 167 1889 45
Noise Triggers 93 27 < 25 < 5
Total (best fit) 62203 180 40959 68
Observed 62112 249 40902 202

TABLE II. Nuisance parameters along with their associated priors where applicable and the best fit values from
analysis A when fitting the charged and neutral current ντ normalization combined (NCþ CC) and the charged
current alone (CC), and the same for analysis B. Priors are given as central value together with the"1σ ranges when
a Gaussian prior is imposed, while “−” denotes that no external prior constraint (i.e., flat prior) is used.

Analysis A Analysis B

Parameter Prior (CCþ NC) Best fit (CC) Best fit (CCþ NC) Best fit (CC)

Neutrino flux and cross section:
νe=νμ Ratio 1.0" 0.05 1.03 1.03 1.03 1.03
νeUp/Hor. Flux ratio (σ) 0.0" 1.0 −0.19 −0.18 −0.25 −0.24
ν=ν̄ Ratio (σ) 0.0" 1.0 −0.42 −0.33 0.01 0.04
Δγν (Spectral index) 0.0" 0.1 0.03 0.03 −0.05 −0.04
Effective Livetime (years) # # # 2.21 2.24 2.45 2.46
MCCQE

A (Quasielastic) (GeV) 0.99þ0.248
−0.149 1.05 1.05 0.88 0.88

Mres
A (Resonance) (GeV) 1.12" 0.22 1.00 0.99 0.85 0.85

NC Normalization 1.0" 0.2 1.05 1.06 1.25 1.26

Oscillation:
θ13 (°) 8.5" 0.21 # # # # # # 8.5 8.5
θ23 (°) # # # 49.8 50.2 46.1 45.9
Δm2

32 (10−3 eV2) # # # 2.53 2.56 2.38 2.34

Detector:
Optical Eff., Overall (%) 100" 10 98.4 98.4 105 104
Optical Eff., Lateral (σ) 0.0" 1.0 0.49 0.48 −0.25 −0.27
Optical Eff., Head-on (a.u.) # # # −0.63 −0.64 −1.15 −1.22
Local ice model # # # # # # # # # 0.02 0.07
Bulk ice, scattering (%) 100.0" 10 103.0 102.8 97.4 97.3
Bulk ice, absorption (%) 100.0" 10 101.5 101.7 102.1 101.9

Atmospheric muons:
Atm. μ fraction (%) # # # 8.1 8.0 4.6 4.6
Δγμ (μ Spectral index, σ) 0.0" 1.0 0.15 0.15 # # # # # #
Coincident νþ μ fraction 0.0þ 0.1 0.01 0.01 # # # # # #
Measurement:
ντ Normalization # # # 0.73 0.57 0.59 0.43

MEASUREMENT OF ATMOSPHERIC TAU NEUTRINO … PHYS. REV. D 99, 032007 (2019)
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Impact of systematics
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Systematics impact on event rates
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